CHAPTER TWELVE

Memory Organization

12.1 Early Memory

Every year new memory technologies are developechiging
faster response and higher throughput. This mal®#icult to
maintain a printed document discussing the latg@ces in memory
technologies. Although this chapter does presamedoasic memory
technologies and how they are used to improve pegnce, the focus
IS on memory organization and interfacing with piecessors.

One of the earliest types of computer memory wledeagnetic
core memory. It was made by weaving fine copper wires throtigi
rings of magnetic material in an array. Figure 1#hdws the basic
arrangement of core memory.

Figure12-1 Diagram of a Section of Core Memory

Much like recording music to a magnetic tape, welkeatrical
current was sent through the center of one of thgnatic rings, it
polarized it with a magnetic charge. Each of th&sgs could have a
charge that flowed clockwise or counter-clockwiSee direction was
considered a binary 1 while the other was consdlareinary 0.

The horizontal and vertical wires of the core memeere used to
write data to a specific ring. By putting half tti@rent necessary to
polarize the magnetic material on one of the hatiaiowires and the
same level of current on one of the vertical withe,ring where the
two wires intersected had enough total currentadifg the ring's
polarity. The polarity of the remaining rings woudd left unaltered.
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242 Computer Organization and Design Fundamentals

The diagonal wires, called sense wires, were useedd data. They
could detect when the polarity on one of the riwgs changed. To
read data, therefore, the bit in question wouldvligen to with the
horizontal and vertical wires. If the sense wiréedied a change in
polarity, the bit that had been stored there maselbeen opposite
from the one just written. If no polarity changesagetected, the bit
written must have been equal to the one storelanring.

Magnetic core memory looks almost like fabric, tisble rings
nestled among a lacework of glistening copper witds for these
reasons, however, that it is also impractical. Sithe rings are
enormous relative to the scale of electronics, marg of 1024 bytes
(referred to as a 1K x 8 or "1K by 8") had physid@hensions of
approximately 8 inches by 8 inches. In additioe, fihe copper wires
were very fragile making manufacturing a difficptocess. A typical
1K x 8 memory would cost thousands of dollars. €fee, magnetic
core memory disappeared from use with the advetmaosistors and
memory circuits such as the latch presented in @hdg.

12.2 Organization of Memory Device

Modern memory has the same basic configurationametic core
memory although the rings have been replaced vetttrenic memory
cells such as the D-Latch. The cells are arrangetat each row
represents a memory location where a binary valmddwe stored and
the columns represent different bits of those mertarations. This is
where the terminology "1K x 8" used in Section 1&ines from.
Memory is like a matrix where the number of rowsrnitifies the
number of memory locations in the memory and thalver of
columns identifies the number of bits in each mentacation.

To store to or retrieve data from a memory dewice processor
must place a binary number called an address ana$preputs to the
memory device. This address identifies which rowhef memory
matrix or array the processor is interested in comoating with, and
enables it.

Once a valid address is placed on the address timesnemory cells
from that row are connected to bi-directional cartioms on the
memory device that allowata either to be stored to or read from the
latches. These connections are called the dats [iffeee additional
lines,chip select, read enable, andwrite enable, are used to control the
transaction.

Figure 12-2 presents the basic organization of mong device.
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Figure 12-2 Basic Organization of a Memory Device

Remember from Chapter 8 that a decoder witlputs has 2
outputs, exactly one of which will be active fockainique pattern of
ones and zeros at its input. For example, an ative2-input decoder
will have four outputs. A different output will eguzero for each
unique input pattern while all of the other inpuifi be ones.

An address decoder selects exactly one row of the memory array to
be active leaving the others inactive. When theopiocessor places a
binary number onto the address lines, the addmessdér selects a
single row in the memory array to be written taead from. For
example, if 011 = 3pis placed on the address lines, the fourth row of
the memory will be connected to the data lines. fiiserow is row 0.

The processor uses the inpregad enable andwrite enable to
specify whether it is reading data from or writishgta to the selected
row of the memory array. These signals are actiwe When read
enable is zero, we are reading data from memoxywdren write
enable is zero, we are writing data to memory. €he® signals
should never be zero at the same time.

Sometimes, the read enable and write enable sign@alsombined

into a single line calledk/W (pronounced "read write-bar"). In this
case, a one oR/W initiates a data read while a zero initiates aewri
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If latches are used for the memory cells, therdtta lines are
connected to thB inputs of the memory location latches when data is
written, and they are connected to @eutputs when data is read.

The last input to the memory device shown in Fidlge? is the
chip select. The chip select is an active low signal that éesmbnd
disables the memory device. If the chip select sogero, the memory
activates all of its input and output lines andsubem to transfer data.
If the chip select equals one, the memory becodieseéffectively
disconnecting itself from all of its input and outpines. The reason for
this is that the typical memory device shares ttiress and data lines
of a processor with other devices.

Rarely does a processor communicate with only osmony device
on its data lines. Problems occur when more thadawice tries to
communicate with the processor over shared lindseasame time. It
would be like ten people in a room trying to talloace; no one would
be able to understand what was being said.

The processor uses digital logic to control thesaaks so that only
one is talking or listening at a time. Through indual control of each
of the chip select lines to the memory devices pitogessor can enable
only the memory device it wishes to communicatéawithe processor
places a zero on the chip select of the memorycdat/iwvants to
communicate with and places ones on all of therathip select inputs.

The next section discusses how these chip selextieaigned so
that no conflicts occur.

12.3 Interfacing Memory to a Processor

The previous section presented the input and olitpag for a
memory device. These lines are shared across thieafevices that
communicate with the processor. If you look atelextrical traces
across the surface of a motherboard, you shoulddkstions of
traces running together in parallel from the preoeso then from one
memory device to the next. These groups of wiregeferred to as the
bus, which is an extension of the internal structuréhe processor.
This section discusses how the memory devices shareus.

12.3.1 Buses

In order to communicate with memory, a processedsghree
types of connections: data, address, and conth@data lines are the
electrical connections used to send data to oiveckata from
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memory. There is an individual connection or wisedach bit of data.
For example, if the memory of a particular systeas 8 latches per
memory location, i.e., 8 columns in the memorygrthen it can store
8-bit data and has 8 individual wires with whichtansfer data.

Theaddresslines are controlled by the processor and are used to
specify which memory location the processor widlbesommunicate
with. The address is an unsigned binary integdritteatifies a unique
location where data elements are to be storediweved. Since this
unique location could be in any one of the memavicks, the address
lines are also used to specify which memory delg@nabled.

Thecontrol lines consist of the signals that manage the transfer of
data. At a minimum, they specify the timing andediron of the data
transfer. The processor also controls this groumes. Figure 12-3
presents the simplest connection of a single memevice to a
processor withn data lines and address lines.

Unfortunately, the configuration of Figure 12-3 ypmlorks with
systems that have a single memory device. Thistisery common.
For example, a processor may interface with a B8@®d in a non-
volatile memory while its programs and data areeston the volatile
memory of a RAM stick. In addition, it may use thées to
communicate with devices such as the hard driwedmo card. All of
these devices share the data, address, and cloméobf the bus.
(BIOS stands for Basic Input/Output System and the low-level
code used to start the processor when it is fostgued up.)
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Figure 12-3 Basic Processor to Memory Device Interface
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A method had to be developed to allow a processootnmunicate
to multiple memory devices across the same sefrebwif this wasn't
done, the processor would need a separate setapfadress, and
control lines for each device placing an enormawsién on circuit
board designers for routing wires.

By using a bus, the processor can communicateexilotly one
device at a time even though it is physically cateé to many
devices. If only one device on the bus is enabtedteme, the
processor can perform a successful data transteroldevices tried to
drive the data lines simultaneously, the resultldidne lost data in a
condition calledous contention.

Figure 12-4 presents a situation where data isgbeiad from
memory device 1 while memory device 2 remains @whsected" from
the bus. Disconnected is in quotes because thegahgennection is
still present; it just doesn't have an electriaalr@ection across which
data can pass.

Notice that Figure 12-4 shows that the only linessahnected from
the bus are the data lines. This is because busrdan only occurs
when multiple devices are trying to output to taee lines at the same
time. Since only the microprocessor outputs tcaithdress and control
lines, they can remain connected.

In order for this scheme to work, an additionaltcolnsignal must
be sent to each of the memory devices telling théren to be
connected to the bus and when to be disconnechesl control signal
is called achip select.

Data lines Data lines are
are connected | Memory Memory disconnected
tothe bus. ™ 1 o [ from the bus.
2=
DATA
Micro- ADDRESS
processor
CONTROL

Figure12-4 Two Memory Devices Sharing a Bus
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A chip select is an active low signal connectethenable input of
the memory device. If the chip select is high,iemory device
remains idle and its data lines are disconnectad the bus. When the
processor wants to communicate with the memorycgevi pulls that
device's chip select low thereby enabling it andnexting it to the bus.

Each memory device has its own chip select, amd séitme do two
chip selects go low at the same time. For examjable 12-1 shows
the only possible values of the chip selects feysiem with four
memory devices.

Table12-1 The Allowable Settings of Four Chip Selects

CS|CS|CS|CS
Only memory device 0 connectedO 1 1 1
Only memory device 1 connected 1 0 1 1
Only memory device 2 connected 1 1 0 1
Only memory device 3 connected 1 1 1 0
All devices disconnected 1 1 1 1

The disconnection of the data lines is performadgisistate
outputs for the data lines of the memory chips. A tristatgput is
digital output with a third state added to it. Thigput can be a logic 1,
a logic 0, or a third state that acts as a higheaiamce or open circuit.
It is like someone opened a switch and nothingpimected.

This third state is controlled by the chip sel&¢hen the active low
chip select equals 1, data lines are set to higiedance, sometimes
called theZ state. A chip select equal to O causes the data linég to
active and allow input or output.

In Figure 12-5a, three different outputs are tryioglrive the same
wire. This results in bus contention, and the tesyldata is
unreadable. Figure 12-5b shows two of the outprgaking their
connection with the wire allowing the first outgathave control of the
line. This is the goal when multiple devices areidg a single line.
Figure 12-5c is the same as 12-5b except thatitelses have been
replaced with tristate outputs. With all but ondled outputs in a Z
state, the top gate is free to drive the outpuheuit bus contention.

The following sections describe how memory systamsdesigned
using chip selects to take advantage of tristatpuis.
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Figure 12-5 Three Buffers Trying to Drive the Same Output

12.3.2 Memory Maps

Think of memory as several filing cabinets wherehefalder can
contain a single piece of data. The size of theedtdata, i.e., the
number of bits that can be stored in a single mgromation, is fixed
and is equal to the number of columns in the meraaigy. Each piece
of data can be either code (part of a programata (variables or
constants used in the program). Code and datgy@ically stored in
the same memory, each piece of which is storedlimi@ue address or
row of memory.

Some sections of memory are assigned to a predebungose
which may place constraints on how they are arrdniger example,
the BIOS from which the computer performs its alistartup sequence
is located at a specific address range in non-\®laemory. Video
memory may also be located at a specific addresgera

System designers must have a method to descrilsrdmegement
of memory in a system. Since multiple memory devimed different
types of memory may be present in a single sysbantlware designers
need to be able to show what addresses correspawiticth memory
devices. Software designers also need to have aonshyow how the
memory is being used. For example, which partseriory will be
used for the operating system, which parts willbed to store a
program, or which parts will be used to store thador a program.

System designers describe the use of memory witenaory map.

A memory map represents a system's memory with@ Mertical
column. It is meant to model the memory array wltleesrows
correspond to the memory locations. Within the rfafige of addresses
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are smaller partitions where the individual resesrare present. Figure
12-6 presents two examples of memory maps.

FRFRs [ os FFFFRs | Program
FFOQ, coooqe | ©
FEFR, BFFFRs
Program
Empty B
sooaa
"FFRs | Video 28000_6 Unused
memor 6
7000 d 27FFHs | program
6FF
Re 2000Q; A
RAM 1FFF
o
0000 0000Q,
a.) Hardware-specific b.) Software-specific

Figure12-6 Sample Memory Maps

The numbers along the left side of the memory neppasent the
addresses corresponding to each memory resourean&mory map
should represent the full address range of thegssmr. This full
address range is referred to as the processen'®ry space, and its
size is represented by the number of memory logatio the full range,
i.e., 2"wherem equals the number of address lines coming outeof t
processor. It is up to the designer whether theesseés go in ascending
or descending order on the memory map.

As an example, let's calculate the memory spatieegbrocessor
represented by the memory map in Figure 12-6b.tdpeddress for
this memory map is FFFRgE= 1111 1111 1111 1111 111 Bince the
processor accesses its highest address by sdttofgta address lines
to 1, we know that this particular processor haa@fress lines.
Therefore, its memory space & 2 1,048,576, = 1 Meg. This means
that all of the memory resources for this processast be able to fit
into 1 Meg without overlapping.

In the next section, we will see how to computedize of each
partition of memory using the address lines. Fav,nmwever, we can
determine the size of a partition in memory by saditng the low
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address from the high address, then adding onectmuat for the fact
that the low address itself is a memory locatiar. &ample, the range
of the BIOS in Figure 12-6a starts at FID0 65,28Q, and goes up to
FFFFRe = 65,5350 This means that the BIOS fits into

65,535 — 65,280 +1 = 256 memory locations.

It is vital to note that there is an exact methmdelecting the upper
and lower addresses for each of the ranges in émary map. Take
for example the memory range for Program A in Fegl?-6b. The
lower address is 20000while the upper address is 27REHRf we
convert these addresses to binary, we should ssatenship.

2000Qe = 0010 O0O0O0 OO0O0 0000 0GOO
27FFRe¢= 0010 0111 1111 1111 12,11

It is not a coincidence that the upper five bitshafse two addresses
are identical while the remaining bits go fromzdtos in the low
address to all ones in the high address. Convettimdpigh and the low
address of any one of the address ranges in Fidlieshould reveal
the same characteristic.

The next section shows how these most significddtess bits are
used to define which memory device is being setecte

12.3.3 Address Decoding

Address decoding is a method for using an address to enable a
unique memory device while leaving all other desicte. The method
described here works for many more applications thamory though.
It is the same method that is used to identify Wisabnet a host
computer is connected to based on its IP address.

All address decoding schemes have one thing in aomthe bits of
the full address are divided into two groups, oraug that is used to
identify the memory device and one group that idiestthe memory
location within the selected memory device. In ottdedetermine how
to divide the full address into these two groupbitd, we need to
know how large the memory device is and how lahgerhemory space
Is. Once we know the size of the memory device) the know the
number of bits that will be required from the fatldress to point to a
memory location within the memory device.

Just as we calculated the size of the memory splae@rocessor,
the size of the memory space of a device is cakedlay raising 2 to a
power equal to the number of address lines goirigabdevice. For
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example, a memory device with 28 address linesggito it has 2° =
256 Meg locations. This means that 28 addresdrbits the full
address must be used to identify a memory locattmn that device.
All of the remaining bits of the full address vk used to enable or
disable the device. It is through these remainohdyess bits that we
determine where the memory will be located witlie memory map.

Table 12-2 presents a short list of memory sizelsthe number of
address lines required to access all of the loestwathin them.
Remember that the memory size is simply equal'tevl2erem is the
number of address lines going into the device.

Table12-2 Sample Memory Sizes versus Required AddresssLine

Memory | Number of Memory | Number of
size | address lines size | address lines
1K 10 256 Meg 28

256 K 18 1 Gig 30
1 Meg 20 4 Gig 32
16 Meg 24 64 Gig 36

The division of the full address into two groupsiae by dividing
the full address into a group of most significaits$ and least
significant bits. The block diagram of ambit full address in Figure
12-7 shows how this is done. Each bit of the fdtlr@ss is represented
with a, wheren is the bit position.

full address ofm-bits

|8r1 Bm2 Ama ... A& A
m— Kk bits defining when!
memory device is enabled

a a &
k bits wired directly
to memory device

Figure 12-7 Full Address with Enable Bits and Device AddrBgs

The bits used to enable the memory device are alivsymost
significant bits while the bits used to access aong location within
the device are always the least significant bits.
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Example

A processor with a 256 Meg address space is usagddress
35E3C03s to access a 16 Meg memory device.

* How many address lines are used to define whehGhdeg
memory space is enabled?

* What is the bit pattern of these enable bits thabées this
particular 16 Meg memory device?

e What is the address within the 16 Meg memory dethagéthis
address is going to transfer data to or from?

* What is the lowest address in the memory map olékleg
memory device?

« What is the highest address in the memory mapeolhMeg
memory device?

Solution

First, we need to determine where the divisiohafull address is
so that we know which bits go to the enable cirguand which are
connected directly to the memory device's addiass.|From Table
12-2, we see that to access 256 Meg, we need 28szdiihes.
Therefore, the processor must have 28 addressdomsg out of it.

The memory device is only 16 Meg which means thagquires 24
address lines to uniquely identify all of its adkhes.

‘ dp7 e Qs A4 Az Az ... B A4 Q ‘
4 bits that enable 24 bits going to address
memory device ; lines of memory device

Therefore, théour most significant addresslines are used to enable
the memory device.

By converting 35E3CQ3 to binary, we should see the values of
each of these bit positions for this memory logatiothis memory
device.

35E3C03: = 0011 0101 1110 0011 1100 0000 0P11
The four most significant bits of this 28-bit adskeared011,. This,

therefore, is the bit pattern that will enable fhésticular 16 Meg
memory deviceay; = 0,a26 = 0,a5 = 1, anday, = 1. Any other pattern
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of bits for these four lines will disable this mempaevice and disallow
any data transactions between it and the processor.

The 16 Meg memory device never sees the most ggniffour bits
of this full address. The only address lines itresees are the 24 that
are connected directly to its address lirlggthroughays. Therefore, the
address the memory device sees is:

0101 1110 0011 1100 0000 OQELSE3CO36

As for the highest and lowest values of the fulr@ss for this
memory device, we need to examine what the memaricd interprets
as its highest and lowest addresses. The lowestsgldccurs when all
of the address lings the memory device are set to 0. The highest
address occurs when all of the address lio&ise memory device are
set to 1. Note that this does not include the foast significant bits of
the full address which should stay the same inrdate¢he memory
device to be active. Therefore, from the standpairthe memory map
which uses the full address, the lowest addregeeifour enable bits
set to 0011 followed by 24 zeros. The highest address isabe f
enable bits set to 001 iollowed by 24 ones.

4 bits that enableé 24 bits going to address
memory device | lines of memory device

Q7 @pg 85 Bpgidpz A ... @ & &
Highestaddress 0 0 1 1 1 1 .1 1 1
Lowestaddress 0 O 1 1: 0 O ..0 O O

Therefore, from the perspective of the memory niag)owest and
highest addresses of this memory device are:

Highest =0011 1111 1111 1111 1111 1111 3¥13FFFFFs
Lowest = 0011 0000 0000 0000 0000 0000 EGHBOO000Ys

The following memory map shows how this 16 Meg mgmse
placed within the full range of the processor's mgnspace. The full
address range of the processor's memory spaceersmiged by the
fact that there are 28 address lines from the gsmre Twenty-eight
ones is FFFFFRE in hexadecimal and 28 zeros is 0000@00
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FFFFFFiG

400000Q;
3FFFFFF,

16 Meg

300000Q, | MeMory

2FFFFFR,

0000000,

The method for resolving the subnet of an IP addiethe same as
enabling a specific memory device within a proceéssonemory space.
When configuring a computer to run on a network tises the Internet
Protocol version 4 addressing scheme, it must sigraexd a 32-bit
address that uniquely identifies it among all & dther computers on
that network. This 32-bit address serves a secamabpe though: it
identifies the sub-network or subnet that this cotaepis a member of
within the entire network. A subnet within the eatiP network is
equivalent to a memory device within the memorycspat a processor.

< 32-bit IP address >
| Network address$ Host or local address
Bits used to  Bits used to identify
identify subnet  host within subnet

Figure 12-8 |Pv4 Address Divided into Subnet and Host IDs

According to IPv4 standard, there are four clasées&ldressing,
Class A, Class B, Class C, and Class D. Each skthiasses is defined
by the number of bits that are assigned to idemiié/subnet and how
many bits are left for the host ID. For exampl€lass A subnet uses 8
bits to identify the subnet. This leaves 24 bitgdentify the host within
the subnet. Therefore, a Class A network can igealhtain a
maximum of 2* = 16,777,216 hosts. The actual number of hogtgds
less. Two addresses for every subnet are resemmedor a broadcast
address and one for the subnet itself.
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A Class C network uses 24 bits to identify the silamd 8 bits to
identify the host within the subnet. Therefore,lasS C network can
have at most®- 2 = 254 machines on it, far fewer than a Clas$he
drawback of a Class A network, however, is théhéf entire network
were assigned to Class A subnets, then there woeddly only be
room for 2 = 256 subnets. Whenever the number of bits used to
identify the subnet is increased, the number o§ides subnets is
increased while the number of hosts within a sundécreased.

Example

The IPv4 address 202.54.151.45 belongs to a Clamstv@rk. What
are the subnet and the host ids of this address?

Solution

First, IPv4 addresses are represented as four teiessented in
decimal notation. Therefore, let's convert thedBrass above into its
32-bit binary equivalent.

2020= 11001019
54,= 00110119
15%0= 10010111
45,= 00101101

This means that the binary address of 202.54.154:45
11001010.00110110.10010111.00101101

Remember that the Class C network uses the fiettyfour bits
for the subnet id. This gives us the following \&afor the subnet id.

Subnet ido254.151.45= 110010100011011010010%11

Any IPv4 address with the first 24 bits equal tis identifies a host in
this subnet.
The host id is taken from the remaining bits.

Host itho2.54.151.45= 00101101

12.3.4 Chip Select Hardware

What we need is a circuit that will enable a menuaweyice
whenever the full address is within the addresgeani the device and
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disable the memory device when the full addregds taltside the
address range of the device. This is where thos# significant bits of
the full address come into play.

Remember from our example where we examined theesasitg of
a 16 Meg memory device in the 256 Meg memory spéegprocessor
that the four most significant bits needed to ren@l1%. In other
words, if the four bitsy,7, azs, azs, andaysequaled 000§ 000%, 001G,
0100, 010%, 011G, 011%, 100Q, 100%, 101Q, 101%, 110G, 110%,
1110, or 111%, the 16 Meg memory device would be disabled.
Therefore, we want a circuit that is active wlagp= 0,a6 = 0,a25 = 1,
anday, = 1. This sounds like the product from an AND gaiih a,;
andaye inverted. Chip select circuits are typically aetiew, however,
so we need to invert the output. This gives us &ANAjate.

a7 e——(
e——(O

Az ———

Ayye———

Figure 12-9 Sample Chip Select Circuit for a Memory Device

So the process of designing a chip select is &sfsi

« Using the memory space of the processor and tieeo$ithe
memory device, determine the number of bits offtileaddress
that will be used for the chip select.

e Using the base address where the memory devioebes lbcated,
determine the values that the address lines useatidahip select
are to have.

» Create a circuit with the address lines for thep dg@lect going into
the inputs of a NAND gate with the bits that ard&ozero inverted.

Example

Using logic gates, design an active low chip sdigca 1 Meg
BIOS to be placed in the 1 Gig memory space obagssor. The
BIOS needs to have a starting address of 1EQQ000

Solution

First of all, let's determine how many bits areuieed by the 1 Meg
BIOS. We see from Table 12-2 that a 1 Meg memowycaerequires
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20 bits for addressing. This means that the loweadtiress lines
coming from the processor must be connected t8I& address
lines. Since a 1 Gig memory space has 30 address (2° = 1 Gig),
then 30 — 20 = 10 address lines are left to detexrtie chip select.

Next, we figure out what the values of those tamdiare supposed
to be. If we convert the starting address to binesy get:

1E0000@e = 00 0001 1110 0000 0000 OOO0 OO00 0000

Notice that enough leading zeros were added to rinekaddress 30
bits long, the appropriate length in a 1 Gig menspsce.

We need to assign each bit a label. We do thisibgling the least
significant bitag, then incrementing the subscript for each subsgque
position to the left. This gives us the followinglwes for each address
bit. (a1s througha, have been deleted in the interest of space.)

Qyg Qg Q7 Gy G5 A4 Az A A1 Ay A9 Adg ... A Qo

/0 0 0 0 01 1 1 1 G 0 0 ..0 O]
|

Bits ayo throughays are  a,g e——(
used for the chip select. 28—

Example

What is the largest memory device that can be glaca memory
map with a starting address of A40Q§K0

Solution

This may seem like a rather odd question, buttiialy deals with
an important aspect of creating chip selects. Mdtat for every one
of our starting addresses, the bits that go talie select circuitry can
be ones or zeros. The bits that go to the addiress ¢f the memory
device, howevemust all be zero. This is because the first address in
any memory device is; @ The ending or highest address will have all
ones going to the address lines of the memory devic
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Let's begin by converting the address A40Q@0 binary.
A400006 = 1010 0100 0000 0000 0000 0QOO

If we count the zeros starting with the least gigant bit and
moving left, we see that there are 18 zeros beferget to our first
one. This means that the largest memory deviceanglace at this
starting address has 18 address lines. Therefardartgest memory
device we can start at this address H&s 256 K memory locations.

Example

True or False: BOQ@to CFFFgis a valid range for a single
memory device.

Solution

This is much like the previous example in thaeduires an
understanding of how the address lines going tehiie select circuitry
and the memory device are required to behave. Tédequs example
showed that the address lines going to the memarice must be all
zero for the starting or low address and all oneste ending or high
address. The address lines going to the chip séleaiever, must all
remain constant.

Let's begin by converting the low and the high addes to binary.

a5 a3 aj dg az as as a;
g aig aic dg dg ay az adg
low1 0 1 1 0 O O O O O O o o o
Highh 1 1

o
(=}

Note that it is impossible to make a vertical dimmsthrough both
the high and the low addresses where all of treetbithe left are the
same for both the high and the low addresses wh#ey bit to the
right goes from all zeros for the low address tmaés for the high
address. Since we cannot do this, we cannot makgaselect for this
memory device and the answefakse.

Example &7 —()

g o—|

What is the address range of a5 O
the memory device that is enabled a; «—QO
with the chip select shown? Bz &—
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Solution

To begin with, the addressing can be determined fite subscripts
of the address lines identified in the figure. Huelress lines coming
out of the processor go froag (always assumed to be the least
significant bit of the address) &;. This means that the processor has
28 address lines and can access a memory spate-o226 Meg.

The chip select only goes low when all of the ispiotthe NAND
gate (after the inverters) equal 1. This meansahat 0,a, =1,
axs = 0,24 = 0, andayz = 1. We find the lowest address by setting all of
the remaining bitsa,, throughay, to zero and we find the highest
address by setting all of the remaining bits tdHis gives us the
following binary addresses.

A7 B¢ A A a'axp axn a

Highaddress 0 1 0 0 1, 1 1 ..1

lowaddress 0 1 O O % O O 0
I

o|r|&

When we convert these values to hexadecimal, we get

High address = 0100 1111 1111 1111 1111 1111, 4 #FFFFFs
Low address = 0100 1000 0000 0000 0000 0000 £06@@0000gs

12.4 Memory Mapped Input/Output

Some devices do not contain a memory array, yétititerface to
the processor uses data lines and control lineédikesa memory
device. For example, an analog-to-digital convg®C) reads an
analog value and converts it to a digital numbat the processor can
use. The processor reads this digital value fronCARactly the same
way that it would read a value it had stored ineamary device.

The ADC may also require parameters to be sentftom the
processor. These parameters might include the méthises for
conversion, the time it waits between conversiansg, which analog
input channels are active. The processor sets ttadses by writing to
the ADC in the same way it would store data to anony device.

The practice of interfacing an input/output (I/@wvete as if it was a
memory device is calleshemory mapping. Just like the bus interface
for a memory device, the memory mapped interfagelias uses a chip
select to tell the device when it's being accesselldata lines to pass
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data between the device and the processor. Somememapped I/O
even use a limited number of address lines to ifyenternal registers.
In addition, 1/O devices use the write enable aratirenable signals
from the processor to determine whether data isgosent to the device
or read from it. Some devices may only supportimgi{purely output)
while others may only support reading (purely input

<«—» Dy
Data | <+—¥» D,
— Do lines :
Data |/ D, <« D,
lines : N
Dyt Direction &
control { » R
Chip Chip W
select select
addres{@ Clock addres{iﬁ}’ Clock
lines lines
a.) Memory-mapped output device b.) Memory-mapped I/O device

Figure 12-10 Some Types of Memory Mapped I/0O Configurations

12.5 Memory Terminology

There are many different purposes for memory inogheration of a
computer. Some memory is meant to store data agigns only
while the computer is turned on while other mememneant to be
permanent. Some memory contains application codle wther
memory is meant to store the low-level driver ctaleontrol devices
such as an IDE interface or a video card. Some mgmay have a
larger capacity while other memory may be faster.

In order to understand what memory technologiespfay to which
processor operation, we need to understand abittlaore about the
technologies themselves. This section discusses sbithe
terminology used to describe memory.

12.5.1 Random Access Memory

The termRandom Access Memory (RAM) is typically applied to
memory that is easily read from and written to Ity tnicroprocessor.
In actuality, this is a misuse of this term. Fon@amory to be random
access means that any address can be accessgdiatearThis is to
differentiate it from storage devices such as tapdsward drives where
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the data is accessed sequentially. We will disbasg drive
technologies in Chapter 13.

In general, RAM is the main memory of a computer purpose is
to store data and applications that are currentlyse. The operating
system controls the use of this memory dictatingnvitems are to be
loaded into RAM, where they are to be located inMRAnd when they
need to be removed from RAM. RAM is meant to be/\fast both for
reading and writing data. RAM also tends to be tielan that as soon
as power is removed, all of the data is lost.

12.5.2 Read Only Memory

In every computer system, there must be a portionemory that is
stable and impervious to power loss. This kind efmory is called
Read Only Memory or ROM. Once again, this term is a misnomer. If it
was not possible to write to this type of memorg, aould not store the
code or data that is to be contained in it. It $ymmpeans that without
special mechanisms in place, a processor cannta terthis type of
memory. If through an error of some sort, the pssoetries to write to
this memory, an error will be generated.

The most common application of ROM is to storedbmputer's
BIOS. Since the BIOS is the code that tells the@ssor how to access
its resources upon powering up, it must be preses when the
computer is powered down. Another application es¢bde for
embedded systems. For example, it is importarthi®icode in your
car's computer to remain even if the battery isahsected.

There are some types of ROM that the microprocessofvrite to,
but usually the time needed to write to them orgiregramming
requirements needed to do so make it unwise t@wsithem regularly.
Therefore, these memories are still considered oe&d

In some cases, the processor cannot write to a RQidr any
circumstances. For example, the code in your cangputer should
never need to be modified. This ROM is programmefdte it is
installed. To put a new program in the car's compube old ROM is
removed and discarded and a new ROM is installéd jplace.

12.5.3 Satic RAM versus Dynamic RAM

For as long as memory has existed, scientists agideers have
experimented with new technologies to make RAMefiaahd to cram
more of it into a smaller space, two goals thattgpecally at odds.
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Nowhere is this more obvious than in the two méassfications of
RAM: Static RAM (SRAM) and Dynamic RAM (DRAM).

SRAM is made from an array of latches such as ttatdh we
studied in Chapter 10. Each latch can maintaimglesibit of data
within a single memory address or location. Fomepie, if a memory
stores eight bits per memory address, then thereight latches for a
single address. If this same memory has an addpas® of 256 K,
then there are’®- 8 = 2! = 2,097,152 latches in the device.

Latches are not small devices as logic circuitsogib they are very
fast. Therefore, in the pursuit of the performagoals of speed and
size, SRAMs are better adapted to speed. In gergRAMs:

» store data in transistor circuits similar to D-lags;

e are used for very fast applications such as RAMesaddiscussed
in Chapter 13);

* tend to be used in smaller memories which allowwvéoy fast
access due to the simpler decoding logic; and

» are volatile meaning that the data remains stondglas long as
power is available.

There are circuits that connect SRAMs to a backatfery that
allows the data to be stable even with a loss wfgnoThese batteries,
about the size of a watch battery, can maintairdtta for long periods
of time much as a battery in a watch can run faryeOn the negative
side, the extra battery and circuitry adds to therall system cost and
takes up physical space on the motherboard

A bit is stored in a DRAM using a device calledapacitor. A
capacitor is made from a pair of conductive pl#tes are held parallel
to each other and very close together, but notiiogc If an electron is
placed on one of the plates, its negative charfjdakte an electron on
the other plate to leave. This works much likertbeth pole of a
magnet pushing away the north pole of a second atagn

If enough electrons are deposited on the one ptatging a strong
negative charge, enough electrons will be movedydwen the
opposite plate creating a positive charge. Likermpole attracting
the south pole of a second magnet, the chargdsese two plates will
be attracted to each other and maintain their @arhis is considered
a logic '1'. The absence of a charge is considetedic '0'.
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Since a capacitor can be made very small, DRAMrteldyy is
better adapted to high density memories, i.e., orang a great deal of
bits into a small space.

Capacitors do have a problem though. Every oneewhile, one of
the electrons will escape from the negatively cbdrglate and land on
the positively charged plate. This exchange oflacten decreases the
overall charge difference on the two plates. I§ th@ppens enough, the
stored "1' will disappear. This movement of eletsrérom one plate to
the other is referred to émakage current.

The electrons stored on the plates of the capadci@ also lost
when the processor reads the data. It requireggteread data from
the capacitors, energy that is stored by the posif the electrons.
Therefore, each read removes some of the electrons.

In order to avoid having leakage current or proocessads corrupt
the data stored on the DRAMSs, i.e., turning the l&moess to zeros,
additional logic called refresh circuitry is uséet periodically reads
the data in the DRAM then restores the ones withl@harge of
electrons. This logic also recharges the capaoc#ach time the
processor reads from a memory location. The refceshitry is
included on the DRAM chip making the process ofpkeg the DRAM
data valid transparent to the processor. Althotigllds to the cost of
the DRAM, the DRAM remains cheaper than SRAM.

The refresh process involves disabling memory dimguhen
reading each word of data and writing it back. Tikigerformed by
counting through the rows. The process does take tihus slowing
down the apparent performance of the memory.

In general, DRAMs:

* have a much higher capacity due to the smallerdfilee capacitor
(The RAM sticks of your computer's main memory RRAMS.);

« will "leak” charge due to the nature of capaci®ventually causing
the data to disappear unless it is refreshed peslbyg

e are much cheaper than SRAM; and

» are volatile meaning that the data is fixed andaiesistored only
as long as power is available.

12.5.4 Types of DRAM and Their Timing

The basic DRAM storage technology is unchangecedinst RAM
chips, but designers have used alternate techntquesrove the
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effective performance of the DRAM devices. For epanthe number
of pins that electrically connect the DRAM to thastem can be quite
large, one of the largest culprits being addresdinyy Gbyte memory,
for example, requires 30 pins for addressing.dfriimber of pins
could be reduced, the memory would have a smaltgpfint on the
circuit board and a more reliable connection.

The number of address lines can be cut in halfrbgenting the
memory address to the DRAM in two stages. Durirgfitst stage, the
first half of the address is presented on the addires and stored or
latched in the memory device. The second stagepiteshe last half of
the address on the same pins. Once it receiveshlabtas of the
address, the DRAM can process the request.

Time =2
Cycle 1 Cycle 2 Cycle 3
Address lines] 1° half of addr. ¥ half of addr.

Figure 12-11 Basic Addressing Process for a DRAM

This allows the addressable space of the DRAM twiee that
which could be supported by the address pins. tinfately, it comes
at the cost of the delay of the second addressidg.clt will be shown
later, however, that this can be turned into araathge.

The presentation of the address in two stage®wsed as a logical
reorganization of the memory into three-dimensidine upper half of
the address identifies a row. The lower half ofdddress identifies a
column. The intersection of the row and column ere the data is
stored, the multiple bits of the storage locat®the third dimension.
This concept of rows and columns is representédgare 12-12 for a
memory with four data bits per addressable location

To support the two-stage delivery of the addregs,additional
active-low control signals are needed. The firstabedrow address

select or RAS. This signal is used to strobe the row addressting
DRAM's row address latch. The second, column addselect or

CAS, strobes the column address into the DRAM's coladuress
latch. This requires two additional input pins be DRAM.

By using the two-stage addressing of a DRAM, thditamh of a
single address line will quadruple the memory si4es is because an
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additional address line doubles both the numbeow$ and the
number of columns.

Number of
bits per

_ | address-
able

.-~ location

1% half of 2"% half of
address decoded . .— — address decoded
to select a ro to select a colun

Figure12-12 Organization of DRAM

Now let's get back to the issue of the delay adnea second
address cycle. Most data transfers to and from mm&mory take the
form of block moves where a series of instructiondata words are
pulled from memory as a group. (For more infornatm memory
blocks, see the section on caches in Chapter 13.)

If the processor needs a block from memory, tret fialf of the
address should be the same for all the items dblbek. Because of
this, the memory access process begins with theadulkess then uses
only the column address for subsequent retrieVédls is called Fast
Page Mode (FPM), the data of a single row beingrrefl to as a page.

The RAS line is held low as long as the row address iglv&igure
12-13 presents an example of FPM for a memory bdddize four.

Time =
Row Col. Col. Col. Col.
Address: addr addr. addr. addr. addr.
0 1 2 3
No No Data No Data No Data No Data
Data word word word word
data | data 0 data 1 data > data 3

Figure 12-13 Example of an FPM Transfer
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FPM requires both the row and column addresses wdsented for
the first cycle only. For subsequent addressegy, thiel column address
is needed thereby saving one address cycle. Forther since the
decoding circuitry for the column address only usa$ of the bits of
the full address, the time it takes to decode @aatiwidual column
address is shorter than it would have been fofuthaddress.

The memory access time can be further shorted \apdpéhe
processor present the column address for the mgxtedement while
the current data element is being returned on &t Iches. This
overlap of the DRAM returning a word of data whihe processor is
writing the column address for the next word idezhExtended Data-
Out (EDO). For data reads within the same page, E30Its in a
savings of approximately 10 ns for each read. [eidi2-14 presents an
example of EDO for a memory block of size four.

Time =2
Address: Row | Column| Column| Column| Column
addr. addr.0 | addr.1| addr.2 | addr. 3
Data: No No Data Data Data Data
data data word O | word1 | word 2 | word 3

Figure 12-14 Example of an EDO Transfer

If the processor needs to fetch a sequence ofdatar words from
memory, Burst EDO (BEDO) can further speed up tloegss by using
the initial column address, and then using a cauntstep through the
next three addresses. This means that the proogestd only be
required to send the row address and column address then simply
clock in the four sequential data words.

12.5.5 Asynchronous ver sus Synchronous Memory Interfacing

In all logic circuits, there is a delay between tinee that inputs are
set and the outputs appear. The inputs of a memolyde address
lines and control lines while the data lines careibteer inputs or
outputs. When a processor sets the inputs of a medevice, it has to
wait for the memory to respond. This is calésginchronous operation.

Asynchronous operation makes it difficult to desilge timing of
motherboards. The processor has to run slow entmugtcount for the
slowest type and size of memory that is expectdzbtosed. One
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memory may be ready with the data before the psoresxpects it
while a different memory may take longer.

Some processors, however, are designed so thatetmry follows
a precise timing requirement governed by a cloek ihadded to the
bus to keep everything attached in lock-step. Typse of interface is
referred to asynchronous and the memory that uses this type of
interface is referred to as synchronous DRAM or 3DR

The main benefit derived from controlling the megnimterface
with a clock is that the memory's internal circpitan be set up in what
is referred to as a pipelined structure. Pipelingndiscussed in Chapter
15, but at this point it is sufficient to say tipgpelining allows a device
to perform multiple operations at the same time.dxample, an
SDRAM might be able to simultaneously output datéhe processor
and receive the next requested address. Overlappietions such as
these allows the memory to appear faster.

One improvement to SDRAM allows two words of datdé
written or read during a single clock cycle. Thieans that every time
the processor accesses the memory it transfersvosds, one on the
rising edge of the clock and one on the fallingeedithis type of
memory is referred to as Double Data Rate SDRANDDR SDRAM.
DDR2 and DDR3 double and quadruple the DDR ratelloyving four
and eight data words respectively to be transfedtethg a single clock
pulse. This is made possible by taking advantagbeofact that the
when a DRAM row is accessed, simply counting thiothge columns
retrieves consecutive bytes of data which can Iffetmd and send out
the data lines as quickly as the processor canvestieem.

12.6 What's Next?

This chapter has only examined a small part ofrtf@mation
storage solutions used in a computer system. Ineikesection, we
will discuss the operation and purpose of all Is\aldata storage by
examining the different characteristics of eache iajor
characteristics that will be examined are spee@, sind whether data
is lost with a power loss. Each level has specdieds and therefore is
implemented with different technologies.

Problems

1. What is the largest memory that can have a staotirigwest
address of 1600Q¢?
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2. What are the high and low addresses of the menamgyes defined
by each of the chip selects shown below?

a.) Ax7 e——] b) az1 ) C.) 15—
26 —) az0 e——| a4 e—
a5 e—) a9 0—) a3 e—)
A4 o— 85 e—— A2 —
a23 ._O a27 *—

3. What is the processor memory space for each cleptsa
problem 27?

What is the memory device size for each chip sateptoblem 2?

How many 16 K memories can be placed (without @pging) in
the memory space of a processor that has 24 addres?

6. Using logic gates, design an active low chip sdigcthe memory
device described in each of the following situasion

a.) A 256 K memory device starting at address 28000 a 4
Meg memory space

b.) A memory device in the range 3099® 37FFksin a 1 Meg
memory space.

7. How many latches are contained in a SRAM that @eadIress
lines and 8 data lines?

True or false: DRAM is faster than SRAM.
True or false: DRAM is cheaper per bit than SRAM.

10. True or false: More DRAM can be packed into the sanmea
(higher density) than SRAM.

11. Which is usually used for smaller memories, DRANGGRAM?

12. When data is passed from a memory chip to the psocgwhat
values do the bus signals R and W have?

13. What is the subnet and host id of the Class C Heidtess
195.164.39.2?

14. Taking into account the addresses for the subrebesadcast,
how many hosts can be present on a Class C IPvegub



